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PREREQUISITE TO DATA 
ANALYSIS
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Histogram
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Central Limit Theorem
A sample is obtained containing many 
observations, each observation being 
randomly generated in a way that does not 
depend on the values of the other 
observations, and that the arithmetic mean of 
the observed values is computed. 

If this procedure is performed many times, the 
central limit theorem says that the probability 
distribution of the average will closely 
approximate a normal distribution. 
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Central Tendency
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Box plot
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Confusion Matrix
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Statistical Hypothesis 
Testing
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Data Screening
Outliers
◦ Inner Fence
◦ Outer Fence

Skewing
◦ In opposite direction

Unequal Variance

Missing Values

Data Transformation
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Test Selection 
Data normally distributed - Kolmogorov-Smirnov (K-S) test, Shapiro-Wilk test
◦ Parametric / Non-parametric

Relationship between two columns of data
◦ Correlation (Pearson’s r / Spearman’s ρ)

Comparing means between two columns of data
◦ T-test / Mann-Whitney U-Test / Wilcoxon signed rank test

More than two columns
◦ ANOVA / Kruskal-Wallis H test /Scheirer Ray Hare Test 

Categorical Data – Chi Square

Independent Dependent



Comparing means – t-test
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The basic ANOVA situation

ENGINEERING DESIGN CENTRE 13

Two variables: 1 Categorical, 1 Quantitative

Main Question: Do the (means of) the quantitative 
variables depend on which group (given by 
categorical variable) the individual is in?

If categorical variable has only 2 values: 
• 2-sample t-test 

ANOVA allows for 3 or more groups



An example ANOVA situation
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Subjects: 25 patients with blisters
Treatments: Treatment A, Treatment B, Placebo
Measurement: # of days until blisters heal

Data [and means]:
• A: 5,6,6,7,7,8,9,10 [7.25]
• B: 7,7,8,9,9,10,10,11 [8.875]
• P: 7,9,9,10,10,10,11,12,13 [10.11]

Are these differences significant?



What does ANOVA do?
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At its simplest (there are extensions) ANOVA tests the 
following hypotheses:

H0: The means of all the groups are equal.

Ha: Not all the means are equal
◦ doesn’t say how or which ones differ.
◦ Can follow up with “multiple comparisons”

Note: we usually refer to the sub-populations as 
“groups” when doing ANOVA.



How ANOVA works (outline)
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ANOVA measures two sources of variation in the data and 
compares their relative sizes

• variation BETWEEN groups
• for each data value look at the difference between 
its group mean and the overall mean

• variation  WITHIN groups 
• for each data value we look at the difference 
between that value and the mean of its group

 2iij xx 

 2xxi 



F- statistics
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The ANOVA F-statistic is a ratio of the 
Between Group Variation divided by the 
Within Group Variation:      

MSE

MSG

Within

Between
F 

A large F is evidence against H0, since it 
indicates that there is more difference 
between groups than within groups.



ANOVA Output

ENGINEERING DESIGN CENTRE 18

Analysis of Variance for days    
Source     DF        SS        MS        F        P
treatment   2     34.74     17.37     6.45    0.006
Error      22     59.26      2.69
Total      24     94.00

MS = SS /df F = MSG /MSE



Effect size and Power
Effect size
◦ Percent of variance explained
◦ Standardized measure of magnitude of effect
◦ Cohen’s d, correlation coefficient, η²

Power
◦ Power of a test to detect significant effect
◦ (1 – Type II error)

◦ Type II error () → probability of not detecting an effect
◦ Can be used to estimate sample size

ENGINEERING DESIGN CENTRE 19



Linear Regression
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Linear Regression and Correlation

Explanatory and Response Variables are Numeric
Relationship between the mean of the response variable and the level 
of the explanatory variable assumed to be approximately linear (straight 
line)
Model:

),0(~10  NxY 

• 1 > 0   Positive Association

• 1 < 0   Negative Association

• 1 = 0   No Association



Scatter Plot
Scatter Plot
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Validation
SUMMARY OUTPUT

Regression Statistics
Multiple R 0.99295403
R Square 0.985957705
Adjusted R Square 0.98127694
Standard Error 10.90901764
Observations 9

ANOVA
df SS MS F Significance F

Regression 2 50135.19842 25067.59921 210.640295 2.76894E-06
Residual 6 714.0399953 119.0066659
Total 8 50849.23841

Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept 145.8116608 9.633328714 15.13616581 5.24478E-06 122.2397546 169.3835669 122.2397546 169.3835669
ScreenX -0.200503294 0.00977297 -20.5161072 8.72158E-07 -0.22441689 -0.176589699 -0.22441689 -0.176589699
ScreenY -0.000257379 0.017796814 -0.014462065 0.988930238 -0.043804614 0.043289856 -0.043804614 0.043289856

23
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R2 Calculation
Numeracy, Maths and Statistics - Academic Skills Kit (ncl.ac.uk)

Adjusted R-square 
• measures the proportion of variation explained by only 

those independent variables that really help in 
explaining the dependent variable. 

• penalizes for adding independent variable that do not 
help in predicting the dependent variable.



Correlation - outliers
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r = 0.66

r = -0.27



Error plot
Relative Error in Prediction
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Classification & 
Clustering



Supervised vs. Unsupervised Learning
Supervised learning (classification)
◦ Supervision: The training data (observations, measurements, etc.) are 

accompanied by labels indicating the class of the observations

◦ New data is classified based on the training set

Unsupervised learning (clustering)
◦ The class labels of training data is unknown

◦ Given a set of measurements, observations, etc. with the aim of 
establishing the existence of classes or clusters in the data
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Classification vs. Regreesion
Classification:
◦ predicts categorical class labels
◦ classifies data (constructs a model) based on the training set and the values (class labels) in a 

classifying attribute and uses it in classifying new data

Regression:
◦ models continuous-valued functions, i.e., predicts unknown or missing values 

Typical Applications
◦ credit approval
◦ target marketing
◦ medical diagnosis
◦ treatment effectiveness analysis
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Validation
Cross Validation (10-fold, k-fold)
◦ Randomly divide training data set in 10 segments
◦ Train with 9 and test on remaining 1
◦ Repeat the procedure 10 times
◦ Training sample should be balanced

◦ Nearly equal number of all possible classes

Leave-1-out Validation: same as above, we take one sample as test 
set and train with the rest

30



Cross Validation is an important procedure used to estimate 
the skill of the model on new data. Example: K-fold

Flow chart of machine learning model



Underfitting
Underfitting

A statistical model is said to be underfited, when it 
cannot capture the underlying trend of the data

underfit model can be identified from the learning 
curve of the training loss
• It may show a flat line or noisy values of relatively 

high loss, indicating that the model was unable to 
learn the training dataset

• May also be identified by a training loss that is 
decreasing and continues to decrease



Underfitting
Underfitting

A statistical model is said to be underfited, when it 
cannot capture the underlying trend of the data

underfit model can be identified from the learning 
curve of the training loss
• It may show a flat line or noisy values of relatively 

high loss, indicating that the model was unable to 
learn the training dataset

• May also be identified by a training loss that is 
decreasing and continues to decrease



Overfitting

Overfitting

A statistical model is said to be overfitted, 
when we train it with a lot of data

A plot of learning curves shows overfitting if
• The plot of training loss continues to 

decrease with experience.
• The plot of validation loss decreases to a 

point and begins increasing again.



Classification – Precision & Recall
Precision quantifies the number of positive class predictions that actually belongs to the 
positive class.

Recall quantifies the number of positive class predictions made out of all positive examples in 
the dataset.

Precision = TruePositives / (TruePositives + FalsePositives)

Recall = TruePositives / (TruePositives + FalseNegatives)

35

Reality

Prediction
True Positive False Positive

False Negative True Negative



What is Cluster Analysis?
Finding groups of objects such that the objects in a group will be similar (or related) 
to one another and different from (or unrelated to) the objects in other groups

Inter-cluster 
distances are 
maximized

Intra-cluster 
distances are 

minimized
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Soft Clustering
What happens when we can not specify the optimum number of clusters beforehand

Can we find the optimum number of clusters?

Two methods can return overlapping clusters
◦ Fuzzy c-means
◦ EM Clustering algorithm

37



Soft Clustering Techniques
FUZZY C-MEANS

Place a set of cluster centres

Assign a fuzzy membership to each data 
point depending on distance

Compute the new centre of each class

Termination is based on an objective 
function

Returns cluster centres and membership 
values of each data point to each cluster

EM ALGORITHM

Assume data came from a set of 
Gaussian Distribution

Assign data points to distributions and 
find Expected probability

Update mean and std dev of 
distributions to Maximize probabilities

38



Measures of Cluster Validity
Numerical measures that are applied to judge various aspects of 
cluster validity, are classified into the following three types.
◦ External Index: Used to measure the extent to which cluster labels match 

externally supplied class labels.
◦ Entropy 

◦ Internal Index: Used to measure the goodness of a clustering structure 
without respect to external information. 
◦ Sum of Squared Error (SSE)

◦ Relative Index: Used to compare two different clusterings or clusters. 
◦ Often an external or internal index is used for this function, e.g., SSE or entropy

Sometimes these are referred to as criteria instead of indices
◦ However, sometimes criterion is the general strategy and index is the numerical 

measure that implements the criterion.
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Case Studies
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Case Study 1 – Cognitive 
Load Estimation from 
Ocular Parameters
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Demonstration
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• G. Prabhakar, A. Mukhopadhyay, LRD Murthy, M. Madan, S. Deshmukh and P. Biswas, Cognitive load estimation using Ocular 
Parameters in Automotive, Transportation Engineering, Elsevier 2020

• P. Biswas, S. Deshmukh, G. Prabhakar, M. Modiksha and A. Mukhopadhyay, System and Method for Monitoring Cognitive Load of a Driver of 
a Vehicle, Indian Patent Application No.: 201941052358

• M. D. Babu, JeevithaShree DV, G. Prabhakar, KPS Saluja and P. Biswas, Estimating Pilots’ Cognitive Load From Ocular 
Parameters Through Simulation and In-Flight Studies, Journal of Eye Movement Research, Bern Open Publishing, 12 (3), 2019



Dataset preparation
Analysed and measured ocular parameters and took 
average of each parameter in tagged time duration
We have 6 features and 1 prediction vector, i.e., dataset 
dimension is (26 × 6)



Average value of parameter 
corresponding to an event



Training and Testing

Training Data (26 × 6) Test Data (128 × 6)



Sample Prediction

[Input vector => Prediction:0/1 (Actual (0/1))]



Calculation of Accuracy
We took Task region as positive and No_task region as negative

We counted True positive (TP), False Positive (FP), True Negative (TN), False 
Negative (FN) as follows:

• TP= If parameter > threshold and lies in Task region
• FP= If parameter>threshold and lies in No_task region
• FN=If parameter<threshold and lies in Task region
• TN=If parameter<threshold and lies in No_task region
• Accuracy=(TP+FP)/(TP+FP+TN+FN)



Results -
Individual 
threshold

Calculated accuracy of each parameter by choosing individual threshold 
corresponding to No_task of each driver 

Compared accuracy individual parameters against that of Neural network 
model to classify
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Results -
Universal 
threshold

Calculated accuracy of each parameter by choosing universal threshold which is 
the average of thresholds corresponding to No_task of each driver 

Compared accuracy individual parameters against that of Neural network model 
to classify
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Architecture of proposed model

• Model structure: 8 – 160 – 80 – 3
• Activation function in hidden layers: ReLU
• Activation function in output layer: ‘Softmax’
• Optimizer: ‘Adam’
• Loss function: ‘categorical cross entropy’



Dataset preparation 

• Calculated L1NS, STDP, LPF, saccade rate, fixation rate and median SI velocity in time window duration of ± 2 
secs, ± 3 secs, ± 4 secs, and ± 5 secs around the instances of each developing hazard and secondary tasks

• Comparative chart between different type of road hazards for the set of driving samples used in our system

• Followed the guideline of Driver and Vehicle Standards Agency (DVSA), UK to identify developing road hazard



Results and 
analysis

A B C

A 𝑇஺ 𝐸஺஻ 𝐸஺஼

B 𝐸஻஺ 𝑇஻ 𝐸஻஼

C 𝐸஼஺ 𝐸஼஻ 𝑇஼

True

Predicted

• Accuracy : (𝑇஺ +  𝑇஻ +  𝑇஼)/# of test samples.

± 2 secs ± 3 secs ± 4 secs ± 5 secs

Training 91.95% 94.62 92.47 84.52%

Test 71.15% 72.44% 70.50% 70.51%

• We found that our model was abled to classify 28 events out of 39 test events 
correctly 

• Accuracy is 72.44 % with ± 3 secs of time window corresponding to road hazards



Case Study 2 –
Classification for Target 
Prediction
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Demonstration
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• P. Biswas and P. Langdon, Mutimodal Target Prediction Model, ACM CHI 2014 Extended Abstract
• P. Biswas, and P. Langdon, Multimodal Intelligent Eye-Gaze Tracking System, International Journal of Human-Computer 

Interaction 31(4), Taylor & Francis, Print ISSN: 1044-7318



Analysing Trajectory

Source

Target



Algorithm – Neural Network
For every change in position of pointer in screen

◦ Calculate angle of movement
◦ Calculate velocity of movement
◦ Calculate acceleration of movement

Run Neural Network with Angle, Velocity and 
Acceleration

Check output

If output predicts homing phase
◦ Find direction of movement
◦ Find nearest target from current location 

towards direction of movement

Velocity

Bearing 
Angle

Phase of 
Movement



Engineering Design Centre

Classifier Result
Comparing F1 scores for different Classifiers
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Evaluation Criteria
Availability: In how many pointing 
tasks the algorithm makes a 
successful prediction.

Accuracy: Percentage of correct 
prediction among all predictions

Sensitivity: How quickly an algorithm 
can detect intended target



Case Study 3 – Gaze 
Controlled HUD / HMD
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Challenge 
Existing eye trackers are developed for 
desktop computing environment 
where

◦ Tracker is attached below display
◦ Display is a flat screen

We used eye tracker to track eyes on 
windshield

Display was away from eye tracker 

Display surface was not flat like a 
computer screen

• G Prabhakar, A Ramakrishnan, LRD Murthy, VK Sharma, M Madan, S Deshmukh and P Biswas, Interactive Gaze & 
Finger controlled HUD for Cars, Journal on Multimodal User Interface, Springer, 2019

• P. Biswas, S. Deshmukh, G. Prabhakar, M. Modiksha and A. Mukhopadhyay, System and Method for Monitoring 
Cognitive Load of a Driver of a Vehicle, Indian Patent Application No.: 201941052358, PCT Application No.: 
PCT/IB2020/062016, US Patent Application No.: 17/437,003



Implementation
Transform raw gaze coordinates geometrically 
for inverted image

Run calibration program to train neural net

Filter predicted gaze coordinates

Correct offset based on initial calibration

Activate target nearest to predicted gaze 
location



Exploration
Compared ML systems to convert eye gaze 
coordinates to screen coordinates on windshield

Set up Linear Regression and Backpropagation  
Neural Network Models for

◦ Predicting x-coordinate in screen from x coordinate 
recorded by gaze tracker

◦ Predicting x-coordinate in screen from x and y 
coordinates recorded by gaze tracker

◦ Predicting y-coordinate in screen from y coordinate 
recorded by gaze tracker

◦ Predicting y-coordinate in screen from x and y 
coordinates recorded by gaze tracker

Compared R2 and RMS error

Neural Network model worked better than Linear 
Regression



HMD

63P. Biswas, Interactive Gaze Controlled Projected Display, Indian Patent Application No.: 201641037828



Comparison
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Video Demonstration
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• LRD Murthy and P. Biswas, Deep Learning Based Eye Gaze Estimation Algorithms for Military Aviation, IEEE Aerospace 2022
• LRD Murthy, A. Mukhopadhyay, V Yelleti, S Arjun, P Thomas, MD Babu, KPS Saluja, JeevithaShree DV and P. Biswas, Evaluating 

Accuracy of Eye Gaze Controlled Interface in Military Aviation Environment, IEEE Aerospace 2020
• JeevithaShree DV, KPS Saluja, LRD Murthy and P. Biswas, Operating different displays in military fast jets using eye gaze tracker, 

Journal of Aviation Technology and Engineering 8(1), Purdue University Press, 2018
• LRD Murthy, A. Mukhopadhyay, S. Arjun, V. Yelleti, P. Thomas, MD Babu, and P Biswas, Eye-Gaze-Controlled HMDS and MFD 

for Military Aircraft, Journal of Aviation Technology and Engineering 10(2), Purdue University Press, 2021



Summary
We aim to develop accurate model that generalizes well across unknown dataset

Statistical hypothesis testing help us
To understand contribution of input parameters
To test accuracy of prediction

R2, Adjusted R2, Correlation and RMS error are goodness of fit criteria for regression models

Precision, Recall and F1 scores indicate accuracy of classification

Cluster validation indices help to find best number of cluster centres within a pre-set limit.
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Take Away Points
TOPICS

Data Screening

Statistical Hypothesis Testing
◦ Parametric vs Non-Parametric Tests
◦ Comparing Means – T-test, ANOVA

Load Balancing

Cross Validation

Underfitting and Overfitting

Precision & Recall

Cluster Validation Indices

CASE STUDIES

Cognitive Load Estimation
◦ Data Preparation
◦ Local vs Global Threshold

Cursor Trajectory Classification
◦ Precision
◦ Recall
◦ Latency

Gaze Controlled Interface
◦ R2

◦ RMS Error
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