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Strategies

• Heuristic evaluation

• Guidelines

• Cognitive walkthrough

• Think aloud protocol

• Cognitive dimensions of notation

• Simulation

• Survey

• Controlled experiment
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Heuristic evaluation

• Nielsen's Usability Heuristics

• Visibility of system status

• Match between system and the real world

• User control and freedom

• Consistency and standards

• Error prevention

• Recognition rather than recall

• Flexibility and efficiency of use

• Aesthetic and minimalist design

• Help users recognize, diagnose, and recover from errors

• Help and documentation
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Guidelines
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Issues

• Easy to use 

• Needs multiple evaluators

• Tools available for automatic checking 
(http://www.w3.org/WAI/RC/tools/complete) , but 
not works for all

• E.g.: Checking usability / accessibility of dynamic web 
content
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Cognitive walkthrough

• Experts simulate users’ interaction

• Walkthrough high frequency to low frequency tasks

• Good for exploratory interfaces

• Can quickly identify errors/ wrong assumptions in 
structure /sequence of interfaces
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Think aloud protocol

• Users undertake task while ‘thinking aloud’

• Provides rapid, high-quality, qualitative user 
feedback 

• Allows meaningful, direct dialogue
• Designer understands users’ way of thinking and can 

clarify

• Can be video recorded for later analysis
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Cognitive Dimensions of Notations

• A ‘lightweight’ approach to evaluation

• Easy to apply

• Define a common set of vocabulary to discuss 
design

• Define design trade-offs in terms of the vocabulary
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Cognitive Dimensions of Notations
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Evaluation through simulation
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Simulation
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Simulation
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Simulation
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Surveys

• IBM User Satisfaction Questionnaire

• Usefulness

• Information quality

• Interface quality

• Shneiderman’s Questionnaire for User Interaction Satisfaction

• System Experience

• User reaction

• Screen design

• Learning

• On line tutorial and so on
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Issues 

• Easy to collect a lot of data

• Needs careful consideration in
• Questionnaire design

• Avoid negative or double question

• Experimenter’s bias

• Easy to crowd-source

• People tend to pretend ‘good’, which may not be true in 
reality
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Cognitive Load Measurement

• NASA TLX

• Average performance

• Peak Performance

• System Usability Scale

• Bedford Workload Scale (BWS)
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SUS

I think that I would like to use this system frequently.

I found the system unnecessarily complex.

I thought the system was easy to use.

I think that I would need the support of a technical person to be able to use this system.

I found the various functions in this system were well integrated.

I thought there was too much inconsistency in this system.

I would imagine that most people would learn to use this system very quickly.

I found the system very cumbersome to use.

I felt very confident using the system.

I needed to learn a lot of things before I could get going with this system.
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NASA TLX
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BWS
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Controlled experiments

• Psychological experiment  in controlled laboratory setting

• Results suitable for formal statistical analysis

• Good to measure effect of an interface or interaction on 
users’ performance

• Not suitable for exploratory analysis or at design phase, 
should be used as a confirmatory test

• Will be discussed in detail in the next lecture.
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Other techniques

• Pluralistic walkthrough
• uses group meetings where users, developers, and human factors people step 

through a scenario, discussing each dialogue element.

• Feature inspection
• lists sequences of features used to accomplish typical tasks, checks for long 

sequences, cumbersome steps, steps that would not be natural for users to try, 
and steps that require extensive knowledge/experience in order to assess a 
proposed feature set.

• Consistency inspection
• designers who represent multiple other projects inspect an interface to see 

whether it does things in the same way as their own designs.

• Standards inspection
• an expert on an interface standard inspect the interface for compliance.

• Formal inspection
• Experts hold courtroom style meeting with designers

25



Usability metrics

Short term –based on representative task / application

• Task completion time

• Number of errors / correct selection

• Cognitive load

• NASA TLX score
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Usability metrics

Long term metrics

• increased enjoyment of using technology

• feel immersed in experiences

• feel closer to / more socially connected with collaborators

• feel less overwhelmed by information overload -- feel that they are 
getting the info they need, not being distracted by the irrelevant

• increased connection to others

• enhanced productivity

• enables new experiences

• enables participation by the disabled in aspects of life that were 
formerly closed to them

• less air travel (due to increasing effectiveness of remote collaboration)
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Take away pointsTake away pointsTake away pointsTake away points

• Introduction to different usability evaluation techniques

• Can be used in different phases of system development 
life cycle, for example

• Early design: Simulation, CDN

• Late design: Heuristic evaluation, Simulation

• Early prototype: Guidelines, Surveys

• Advanced prototype: Controlled experiment

• Techniques should be used in conjunction to standard 
software testing routines.
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